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1.  

Introduction



Opinion mining and the enquiry of 

information retrieval systems

Opinion mining : Given a set of evaluative text documents D that contain opinions (or

sentiments) about an entity (e.g. item/topic/person/product or service), opinion mining aims

to extract aspects (e.g. properties or attributes) of the entity that have been commented on in

each document d ∈ D and to determine whether the comments are positive, negative

or neutral (Bakhatawar and Farouque, 2012).

Levels of Opinion Mining :

1. Document Level

2. Sentence Level
3. Aspect-Feature Level

Applications of opinion mining :

➢ Marketing
➢ Business
➢ Politics
➢ Shopping
➢ Entertainment



Opinion mining and the enquiry of 

information retrieval systems

Information Retrieval (IR) :

• The most interesting part of IR is the new challenges and the motivation of

researchers to look for intelligent information retrieval systems.

• These systems search and/or filter information automatically based on some

higher level of understanding.

OPINION MINING

Identify opinion components and extract 

useful information of them.

INFORMATION RETRIEVAL

?



2. 

Dissertation’ s purpose



Dissertation’s purpose

➢ Design and development of an intelligent information retrieval system that
will be based on short questions-keywords and its aim will be to retrieve
relevant documents that express opinion.

➢ It will generate results, ranked by certain criteria (e.g. relevance) and
corresponding to user's query.

➢ Expansion of the user's query in synonyms, hypernyms, and hyponyms by
using thesauruses, while the calculation of term frequency-inverse document
frequency score in order to find the most relevant documents were essential
for the design and evaluation of the system.



3. 

Methodological Considerations



PRE-PROCESSING OF DATA
Step 1 : Tokenization
Step 2 : Normalization
Step 3 : Stopwords Removal
Step 4 : Punctuation Removal
Step 5 : Apostrophe Removal
Step 6 : Lemmatization
Step 7 : POS Tagging

Review 1
Review 2
Review 3

.

.

.

Union of 
Reviews’ 

text

3.1 Data and user’s query Pre-processing



EXAMPLE : 

Union of reviews’ text  

STEP 1 : TOKENIZATION

STEP 2 : NORMALIZATION 

What I love about this wine is the 
fruitiness, and the medium body that 

allows it to go with just about any dish 
that you would traditionally pair with a 

red wine….

What I love about this

wine is the

and

,fruitiness

the medium body that

what i love about this

wine is the fruitiness ,

and the medium body that

Data Pre-processing



Data Pre-processing

STEP 3 : STOPWORDS REMOVAL love ,

medium

fruitinesswine

body

STEP 4 : PUNCTUATION REMOVAL love wine fruitiness

medium body

STEP 5 : APOSTROPHE REMOVAL don’t dont

STEP 6 : LEMMATIZATION dishes dish

STEP 7 : POS TAGGING love 
VB

wine
NN

fruitiness
JJ

traditionally
RB

red
JJ



Pre-processing of user’s query

USER’S QUERY

Please enter your question!

PRE-PROCESSING OF 
USER’S QUERY

Step 1 : Tokenization
Step 2 : Normalization
Step 3 : Stopwords 
Removal
Step 4 : Punctuation 
Removal
Step 5 : Apostrophe 
Removal
Step 6 : Lemmatization

“ Noise “ 

Removal 

A bottle of good and red wine!

A bottle of good and

red wine !

STEPS 2-6

bottle good red wine

EXAMPLE



3.2 Extraction of aspect words and expansion of 

them to thesauri

ASPECT EXTRACTION

Aspect List 2 
Aspect_top_
20_NN_VB

Union of the Aspect 
Lists (1, 2, 3)

TOP_NN_VB_JJ

List of POS 
Tagged words

Aspect List 2 
Aspect_top_
20_NN_VB

Aspect List 2 
Aspect_top_
20_NN_VB

love
VB

wine
NN

fruitiness
JJ

traditionally
RB

red
JJ

love
wine

fruitiness
red

EXAMPLE



THESAURI

Synonyms-Hypernyms-
Hyponyms

wine

Synonyms

Hypernyms

Hyponyms

vino, wine-colored, …

alcohol, drink, regale , …

vermouth, vintage,     

bordeaux,…

A lot of synonyms, hypernyms, 
and hyponyms of the aspect 
words have been included in 
the initial data and thus were 
also semantic words of the 
information retrieving! They 

were essential for the query’s 
expansion!

Expansion of aspect words to thesauri

Union of the Aspect 
Lists (1, 2, 3)

TOP_NN_VB_JJ



3.3 Query's expansion based on Thesauri

List of words of the pre-
processed query 

IF

Check if the 
words of the 

pre-processed 
query  belong 

to the list 
TOP_NN_VB_JJ

Expansio
n of the 
query on 
THESAU

RI

The 
query 

remains 
as it 
was.

BELONG NOT BELONG

bottle good red wine

All the words belong 

to the list  of  the Top 

Aspect words 

TOP_NN_VB_JJ

EXPANSION

bottle phialcarafevessel

good right expert quality

red 

rednesscherry

crimsoncerise ruby

reddit wine

vermouth drink vino

EXAMPLE



3.4 Connection between user’s query and the most 

relevant documents

Expansion 
of the 

query on 
THESAURI

The query 
remains as 

it was

TF-IDF

R:1 R:2 R:3 R:4 R:5

Five most relevant reviews!

𝑆𝑐𝑜𝑟𝑒(𝑞, 𝑅) = ෍

𝑡𝜖 𝑞∩𝑅

𝑡𝑓. 𝑖𝑑𝑓𝑡,𝑅



4.

Experiments





Table 1 : Experiments of the dataset of  wine reviews.



5. 

Results



5.1 Results of data pre-processing



Table 2 : Results of the pre-processing of wine reviews.



Figure 1 : Twenty most frequent words of the 

first fifteen experiments of wine reviews 

before preprocessing.

Figure 2 : Twenty most frequent words of the 

first fifteen experiments of wine reviews 

after preprocessing.



5.2 Results of aspects’ extraction and expansion of 

them on thesauri.



Table 3 : Results of the aspects' extraction and expansion of them on thesauri of 

the wine reviews.



5.3 Results of the query system for the most relevant 

reviews.



Table 4: Query system and the five most relevant reviews to user's query

of the experiments of wine reviews.



6.

Conclusion



Conclusion-Future work 

❖ Pre-processing of data and user's query contributed to the reduction of the 

volume of the data and to the transformation of questions in the latter of 

keywords.

❖ The extraction of aspect words was an essential procedure for the increase 

of the accuracy of our system, as most information and opinions are 

gathered on these words.

❖ The expansion of the queries to synonyms, hypernyms, or hyponyms of the 

aspect words turned out necessary, as many times an individual is 

searching for a product or an idea with specific aspects and expresses it on 

an equivalent way. Also in this way we can obtain more accurate results.

Future work : A good thought would be to take advantage of further 

elements of the reviews (e.g. “helpful” or “reviewTime”) in order to enhance 

our system with a method that will also generate results ranked by other 

criteria (e.g. reliability or date).



Σας ευχαριστώ πολύ για την προσοχή σας!


